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Parametric Shape Optimization
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Start with baseline aerodynamic shape
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Parametric Shape Optimization
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Motivation
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• AIAA Aerodynamic Design Optimization Discussion 
Group (ADODG) 
‣ Encourage cross-comparisons and communication 

among research groups. 
‣ Demonstrate accuracy of flow solutions. 
‣ Explore adequacy of shape parameters. 

• Posed four optimization benchmark problems:  
‣ Airfoil and wing design 
‣ Inviscid/viscous, subsonic/transonic conditions 
‣ Lift, pitching moment, volume constraints
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Objectives
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‣ Demonstrate use of Cart3D inviscid design 
framework to solve the benchmarks. 

‣ Automated approach: 
1. Adaptive mesh refinement to control 

discretization error. 
2. Progressive shape parameterization to efficiently 

approach the continuous optimal design.
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Cart3D Design Framework
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• Cartesian cut-cell method  
• Inviscid flow solver: 

• Adjoint-driven flow meshing 
• Adjoint-derived objective 

and constraint gradients 
• SNOPT — SQP optimizer for 

general constrained problems 
• 2D RANS flow solver used for 

verification (not optimization)

Figure 28: Near-field view of Mach isocontours after 12 adaptations on symmetry plane.
Contours are compressed using

p
M to improve jet visualization, surface of the vehicle is

shaded by pressure coe�cient (M1 = 4 and ↵ = 20�).

Nozzle

Side-view Front-view

Figure 29: Close-up views near the nose showing Mach isocontours. Side-view on sym-
metry plane (left) and front-view with a cutting plane just behind ACM nozzles (right).
Inset shows details of the ACM shock interaction (M1 = 4 and ↵ = 20�).

45
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Inviscid Benchmarks
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‣ Simple geometry 
‣ Highly sensitive optimum

	 	 Optimize symmetric airfoil for 

	 	 minimum drag.

	 	 (M0.85, inviscid)
1
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Inviscid Benchmarks
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	 	 Optimize wing twist for minimum 
	 	 induced drag at fixed lift.

	 	 (M0.5, inviscid)
3

‣ Simple geometry 
‣ Highly sensitive optimum

‣ Subsonic, induced drag 
‣ Already close to optimum 
‣ High meshing requirements

	 	 Optimize symmetric airfoil for 

	 	 minimum drag.

	 	 (M0.85, inviscid)
1
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Inviscid Approach to Viscous Benchmarks
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	 	 Optimize transonic wing for 

	 	 minimum drag at fixed lift, 

	 	 pitching moment and volume. 

	 	 (M0.85, viscous)
4

	 	 Optimize transonic airfoil for 

	 	 minimum drag at fixed lift, 

	 	 pitching moment and area.

	 	 (M0.724, viscous)
2

‣ Demonstrate automated 
wing design.

‣ Use inviscid solver to improve 
viscous performance
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Outline
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Approach!
‣ Adaptive mesh refinement 
• Progressive shape parameterization

Optimization results: 
• Case 1 - Symmetric transonic airfoil design 
• Case 3 - Twist for minimal induced drag 
• Case 2 - Transonic airfoil 
• Case 4 - Transonic wing
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Discretization Error Control
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Figure 5: Top: Flow meshes adapted to accurately compute pressure drag at various airfoil shapes encountered
during optimization of Case I. Bottom: Mach contours. Right : Convergence of drag functional with mesh refinement
for the baseline design. Bars indicate uncertainty in drag and properly bound the actual changes in the functional
value.

e = |Jh(Qh) � JH(QH)| (1)

Once the mesh refinement process is in the asymptotic region, the estimate of the remaining error can be
expressed as

E =
1X

i=0

1

4i
=

4

3
e (2)

assuming second order convergence, or E = 2e for first order convergence.
In contrast, under a typical fixed-mesh approach, an initial mesh convergence study is performed to

determine a mesh appropriate for the baseline design, and then that same mesh is used for all designs. As the
shape deviates more and more from the baseline, the initial mesh becomes less appropriate, leading to higher
solution error as the design evolves. A convergence study on the final design does not solve the problem,
because the optimization was being driven by flow solutions with ever-worsening accuracy, casting doubt on
the optimality of the final design. In our approach, accuracy is selectively increased while approaching the
optimum. This both saves expense up-front and also gives more credibility to the final design.

Talk about approach to adaptation for multiple functionals. Talk about error-tightening approach in more
concrete terms. An advantage of non-tiered error control is the ability to stop anywhere and trust that result.

C. Curve Parameterization by Direct Manipulation

D. Wing Parameterization

!7
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Figure 6: Wing planform parameterization
(Blender plugin)

For the two wing design problems, we use a deformer that
interpolates both twist and airfoil section deformation in the
spanwise direction. The deformer is illustrated in Figure 6. At
each station a curve deformer (described in the previous sec-
tion) sets the airfoil shape, after which the twist is applied. The
twist is in the streamwise plane about a user-defined axis and is
linearly interpolated between successive stations. Control sta-
tions can be arbitrarily spaced along the span, but for this work
we maintain strict regularity by refining only at the midpoints
between consecutive stations.
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Mesh is adapted to compute drag accurately 
at each design iteration.†

† (2014) Nemec and Aftosmis, “Toward Automatic Verification of Goal-Oriented Flow Simulations.” 
NASA TM-2014-218386
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Discretization Error Control
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Figure 5: Top: Flow meshes adapted to accurately compute pressure drag at various airfoil shapes encountered
during optimization of Case I. Bottom: Mach contours. Right : Convergence of drag functional with mesh refinement
for the baseline design. Bars indicate uncertainty in drag and properly bound the actual changes in the functional
value.

e = |Jh(Qh) � JH(QH)| (1)

Once the mesh refinement process is in the asymptotic region, the estimate of the remaining error can be
expressed as

E =
1X

i=0

1

4i
=

4

3
e (2)

assuming second order convergence, or E = 2e for first order convergence.
In contrast, under a typical fixed-mesh approach, an initial mesh convergence study is performed to

determine a mesh appropriate for the baseline design, and then that same mesh is used for all designs. As the
shape deviates more and more from the baseline, the initial mesh becomes less appropriate, leading to higher
solution error as the design evolves. A convergence study on the final design does not solve the problem,
because the optimization was being driven by flow solutions with ever-worsening accuracy, casting doubt on
the optimality of the final design. In our approach, accuracy is selectively increased while approaching the
optimum. This both saves expense up-front and also gives more credibility to the final design.

Talk about approach to adaptation for multiple functionals. Talk about error-tightening approach in more
concrete terms. An advantage of non-tiered error control is the ability to stop anywhere and trust that result.

C. Curve Parameterization by Direct Manipulation

D. Wing Parameterization
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Figure 6: Wing planform parameterization
(Blender plugin)

For the two wing design problems, we use a deformer that
interpolates both twist and airfoil section deformation in the
spanwise direction. The deformer is illustrated in Figure 6. At
each station a curve deformer (described in the previous sec-
tion) sets the airfoil shape, after which the twist is applied. The
twist is in the streamwise plane about a user-defined axis and is
linearly interpolated between successive stations. Control sta-
tions can be arbitrarily spaced along the span, but for this work
we maintain strict regularity by refining only at the midpoints
between consecutive stations.
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Drag

Error tolerance is set low enough to ensure 
reliable design improvement.†

† (2013) Nemec and Aftosmis, “Output Error Estimates and Mesh Refinement in 	 	
Aerodynamic Shape Optimization.” AIAA 2013-0865
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Figure 5: Top: Flow meshes adapted to accurately compute pressure drag at various airfoil shapes encountered
during optimization of Case I. Bottom: Mach contours. Right : Convergence of drag functional with mesh refinement
for the baseline design. Bars indicate uncertainty in drag and properly bound the actual changes in the functional
value.

e = |Jh(Qh) � JH(QH)| (1)

Once the mesh refinement process is in the asymptotic region, the estimate of the remaining error can be
expressed as

E =
1X

i=0

1

4i
=

4

3
e (2)

assuming second order convergence, or E = 2e for first order convergence.
In contrast, under a typical fixed-mesh approach, an initial mesh convergence study is performed to

determine a mesh appropriate for the baseline design, and then that same mesh is used for all designs. As the
shape deviates more and more from the baseline, the initial mesh becomes less appropriate, leading to higher
solution error as the design evolves. A convergence study on the final design does not solve the problem,
because the optimization was being driven by flow solutions with ever-worsening accuracy, casting doubt on
the optimality of the final design. In our approach, accuracy is selectively increased while approaching the
optimum. This both saves expense up-front and also gives more credibility to the final design.

Talk about approach to adaptation for multiple functionals. Talk about error-tightening approach in more
concrete terms. An advantage of non-tiered error control is the ability to stop anywhere and trust that result.

C. Curve Parameterization by Direct Manipulation

D. Wing Parameterization
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Figure 6: Wing planform parameterization
(Blender plugin)

For the two wing design problems, we use a deformer that
interpolates both twist and airfoil section deformation in the
spanwise direction. The deformer is illustrated in Figure 6. At
each station a curve deformer (described in the previous sec-
tion) sets the airfoil shape, after which the twist is applied. The
twist is in the streamwise plane about a user-defined axis and is
linearly interpolated between successive stations. Control sta-
tions can be arbitrarily spaced along the span, but for this work
we maintain strict regularity by refining only at the midpoints
between consecutive stations.
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Figure 11: Case I: Comparison of fixed error control vs. progressive error control. Both cases were performed with
identical parameterization strategies and on identical hardware (2013 MacBook Pro with a 2.6GHz Intel Core i7 and
16GB of memory).

which stalled quite early, the optimizer may simply be unable to navigate the design space, as also reported
by Carrier et al. on this problem.12 Starting in a coarse design space appears to smooth the navigation early
on, leading to a more robust search process, an observation we also expand upon in the companion paper.1

On this problem, the adaptive approach (which results in fewer design variables) is slightly faster than
the progressive approach for most of the process. This speedup is largely due to the smaller number of
shape derivative calls to the geometry modeler and gradient projections, and perhaps partly due to the
lower dimensional design space. For slow geometry modelers, this advantage could be even more significant.
However, factors such as the trigger, rate of variable introduction, indicator, scaling, and path-dependence
make it di�cult to draw firm conclusions about the computational advantage of adaptive refinement vs.
uniform refinement from such a cursory study.

2. Error Control Strategy

The adjoint-based mesh refinement technique used here provides a mesh refinement study and discretization
error estimate along with every functional evaluation. While using tight error control throughout the opti-
mization can lend credence to the process, blind application can result in unnecessary expense. Consulting
Figure 11a, we see that a progressive error-targeting scheme has a significant cost advantage over the static
error approach that we used for the Case I benchmark. Early in design, large improvements can be guided
even with fairly coarse meshes. By adopting very loose tolerances early on (Figure ??), the early stages of
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Figure 11: Case I: Comparison of fixed error control vs. progressive error control. Both cases were performed with
identical parameterization strategies and on identical hardware (2013 MacBook Pro with a 2.6GHz Intel Core i7 and
16GB of memory).

which stalled quite early, the optimizer may simply be unable to navigate the design space, as also reported
by Carrier et al. on this problem.12 Starting in a coarse design space appears to smooth the navigation early
on, leading to a more robust search process, an observation we also expand upon in the companion paper.1

On this problem, the adaptive approach (which results in fewer design variables) is slightly faster than
the progressive approach for most of the process. This speedup is largely due to the smaller number of
shape derivative calls to the geometry modeler and gradient projections, and perhaps partly due to the
lower dimensional design space. For slow geometry modelers, this advantage could be even more significant.
However, factors such as the trigger, rate of variable introduction, indicator, scaling, and path-dependence
make it di�cult to draw firm conclusions about the computational advantage of adaptive refinement vs.
uniform refinement from such a cursory study.

2. Error Control Strategy

The adjoint-based mesh refinement technique used here provides a mesh refinement study and discretization
error estimate along with every functional evaluation. While using tight error control throughout the opti-
mization can lend credence to the process, blind application can result in unnecessary expense. Consulting
Figure 11a, we see that a progressive error-targeting scheme has a significant cost advantage over the static
error approach that we used for the Case I benchmark. Early in design, large improvements can be guided
even with fairly coarse meshes. By adopting very loose tolerances early on (Figure ??), the early stages of
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Figure 11: Case I: Comparison of fixed error control vs. progressive error control. Both cases were performed with
identical parameterization strategies and on identical hardware (2013 MacBook Pro with a 2.6GHz Intel Core i7 and
16GB of memory).

which stalled quite early, the optimizer may simply be unable to navigate the design space, as also reported
by Carrier et al. on this problem.12 Starting in a coarse design space appears to smooth the navigation early
on, leading to a more robust search process, an observation we also expand upon in the companion paper.1

On this problem, the adaptive approach (which results in fewer design variables) is slightly faster than
the progressive approach for most of the process. This speedup is largely due to the smaller number of
shape derivative calls to the geometry modeler and gradient projections, and perhaps partly due to the
lower dimensional design space. For slow geometry modelers, this advantage could be even more significant.
However, factors such as the trigger, rate of variable introduction, indicator, scaling, and path-dependence
make it di�cult to draw firm conclusions about the computational advantage of adaptive refinement vs.
uniform refinement from such a cursory study.

2. Error Control Strategy

The adjoint-based mesh refinement technique used here provides a mesh refinement study and discretization
error estimate along with every functional evaluation. While using tight error control throughout the opti-
mization can lend credence to the process, blind application can result in unnecessary expense. Consulting
Figure 11a, we see that a progressive error-targeting scheme has a significant cost advantage over the static
error approach that we used for the Case I benchmark. Early in design, large improvements can be guided
even with fairly coarse meshes. By adopting very loose tolerances early on (Figure ??), the early stages of
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Figure 11: Case I: Comparison of fixed error control vs. progressive error control. Both cases were performed with
identical parameterization strategies and on identical hardware (2013 MacBook Pro with a 2.6GHz Intel Core i7 and
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which stalled quite early, the optimizer may simply be unable to navigate the design space, as also reported
by Carrier et al. on this problem.12 Starting in a coarse design space appears to smooth the navigation early
on, leading to a more robust search process, an observation we also expand upon in the companion paper.1

On this problem, the adaptive approach (which results in fewer design variables) is slightly faster than
the progressive approach for most of the process. This speedup is largely due to the smaller number of
shape derivative calls to the geometry modeler and gradient projections, and perhaps partly due to the
lower dimensional design space. For slow geometry modelers, this advantage could be even more significant.
However, factors such as the trigger, rate of variable introduction, indicator, scaling, and path-dependence
make it di�cult to draw firm conclusions about the computational advantage of adaptive refinement vs.
uniform refinement from such a cursory study.

2. Error Control Strategy

The adjoint-based mesh refinement technique used here provides a mesh refinement study and discretization
error estimate along with every functional evaluation. While using tight error control throughout the opti-
mization can lend credence to the process, blind application can result in unnecessary expense. Consulting
Figure 11a, we see that a progressive error-targeting scheme has a significant cost advantage over the static
error approach that we used for the Case I benchmark. Early in design, large improvements can be guided
even with fairly coarse meshes. By adopting very loose tolerances early on (Figure ??), the early stages of
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Shape Manipulation

!14

Pilot points 
(design variables)

Remainder of airfoil 
deformation interpolated by 
radial basis functions

(x, y, z)

‣ Vertices 
‣ Faces v1

v2

v3

Discrete 
geometry

Spanwise interpolation 
between control stations

† (2012) Anderson, et al., “Constraint-based Shape Parameterization for Aerodynamic Design.” 
ICCFD7-2001.
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Progressive Parameterization
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“Progressive” search spaces†

2 DV
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Modify shape 
parameters
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Refine shape 
control

† (2015) Anderson and Aftosmis, “Adaptive Shape 
Control for Aerodynamic Design.” AIAA 2015-0398
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Progressive Parameterization
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Approach Summary
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Discussion group suggested results: 
1. Demonstrate accuracy of the flow solutions driving 

the optimization: 
‣ Automatically adapt the flow mesh to control 

discretization error in the aerodynamic functionals. 
‣ (Provides mesh convergence information at each 

design iteration.) 

2. Address the adequacy of shape parameterization to 
explore the design space: 
‣ Automatically refine the shape parameterization 

during design, until objective stops improving with 
additional shape control.
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Outline
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Approach!
✓ Adaptive mesh refinement 
✓ Progressive shape parameterization

Optimization results: 
‣ Case 1 - Symmetric transonic airfoil design 
• Case 3 - Twist for minimal induced drag 
• Case 2 - Transonic airfoil 
• Case 4 - Transonic wing
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Case 1: Symmetric Transonic Airfoil Design
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Parameterization:
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Start with 7 design variables, 
uniformly refine to 15, then 31.

Constraints: Symmetric, contain original NACA0012*

↵ = 0

*enforced via DV bounds
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Case 1: Final Shape
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Table 1: Case I drag reduction with optimization. All drag measured in counts (CD · 104)

Baseline 7-DV 15-DV 31-DV

C

D

471.3 273.8 133.0 41.3

Error estimate ±0.1 ±0.1 ±0.1 ±0.35

Cells 26 K 49 K 50 K 61 K

3. Sensitivity to Farfield

The optimization process radically increased the sensitivity of the flow to the farfield boundary distance.
The initial N0012m, with its relatively confined regions of supersonic flow, is quite lenient with respect to
the farfield boundary location.h An initial domain size study indicated that a farfield distance of 24 chords
was su�cient to resolve drag to within 2 counts of the value obtained using 96-chord distances. However,
the final design’s carefully tuned shock structure (see Figure 7) could not be reliably resolved with farfields
nearer than about 96 chords. We observed that near the final design, an inadequate farfield distance or
mesh resolution can lead to an alternate solution with stronger shocks that roughly double the amount of
drag! In our approach, we adapt the mesh to suit each design iteration, but always within a fixed domain
size. To combat this changing sensitivity, a more comprehensive approach might periodically re-evaluate the
sensitivity to farfield boundary distance, expanding the domain as necessary.

B. Assessment of the Approach
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Figure 10: Case I: E↵ectiveness of di↵erent parameteriza-
tion schemes, showing design improvement vs. wall-clock
time. ⇥-marks indicate search space refinements on the
progressive and adaptive methods. (All cases used identical
error control settings.)

A progressive, automated approach has clear ad-
vantages in terms of user time and thoroughness.
However, a naive implementation can also be very
costly.Before proceeding to the remaining bench-
marks, it is worth pausing to evaluate the computa-
tional performance of our approach. To solve Case I,
we used a constant error target throughout the opti-
mization to satisfy the benchmark discussion group
requirements of having an accurate flow solutions
throughout design. Now, however, we show that
the bulk of the design improvement can be obtained
using quite coarse meshes, with substantial error con-
trol only being applied near the end to resolve the
design landscape near the optimum.

1. Adaptive vs. Fixed Search Spaces

We observe that progressive parameterization
strongly outperforms any of the fixed search spaces
on Case I. To give a rough sense of performance, Fig-
ure 10 plots design improvement versus wall-clock
time for solving Case I with various parameteriza-
tions on four cores of a laptopi. The uniform refine-
ment scheme (labeled “progressive”) and the adap-
tive approach (which resulted in fewer design vari-
ables) both achieved faster and deeper overall design
improvement than any coarse or fine fixed param-
eterization. As expected, low-dimensional search
spaces support limited design improvement, while
high-dimensional spaces take much longer to navi-
gate. On the finest (63-DV) fixed parameterization,

hThe farfield boundary state is enforced weakly via 1-D Riemann invariants without using circulation correction.
i2013 MacBook Pro with a 2.6GHz Intel Core i7 and 16GB of memory
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Cross-Comparison
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† (2015) Meheut et al., “Gradient-Based Single and Multi-point Aerodynamic 
Optimizations with the elsA Software.”

Courtesy of ONERA†

Exaggerated 12.5x
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Figure 1: Optimized shapes 

The grids are based on some of the NACA0012 airfoils of Vassberg and Jameson2 with a grid extent of 150 
chord lenght. These highly regular grids with quasi-orthogonal cells have an O-type topology with identical numbers 
of cells in the two directions. If nc is this number, levels nc = 256, 512, 1024 are used in this study. Their metric 
properties ensure a quasi linear behavior of pressure drag with 1/nc2 for usual second order finite volume 
formulations. Extrapolation to zero mesh size is thus straightforward2, at least for the NACA0012 airfoil. It 
remained so for the various optimized airfoils produced by ONERA and compared in17. Grid of level nc = 256 for 
airfoil 1 is illustrated in Figure 2. 
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Figure 2: Grid of level nc = 256 (airfoil 1). 
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Mesh Comparison
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Baseline — 26K cells Final — 62K cells
Mach

0.85 1 1.15
Farfield distance: 96 chords
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Mesh Convergence
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Impact of Parameterization

!26

Shape control 
refinements

Wall clock time In minutes, plotted at major search 
iterations, on Ivybridge node — 20 cores

Very fine (63DV)

Coarse (7DV)

0 80 160 240 320 400 480 560 640 720 800

Cost (minutes)

0

100

200

300

400

500

O
b
je

ct
iv

e

Medium (15DV)
Fine (31DV)

Dr
ag

 (c
ou

nt
s)



GRA — Jan. 2015

Impact of Parameterization
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Approach!
✓ Adaptive mesh refinement 
✓ Progressive shape parameterization

Optimization results: 
✓ Case 1 - Symmetric transonic airfoil design 
‣ Case 3 - Twist for minimal induced drag 
• Case 2 - Transonic airfoil 
• Case 4 - Transonic wing
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Case 3: Twist Optimization

!29

Constraint:

optimization are greatly accelerated, without sacrificing accuracy near the optimum.
Our automatic adaptive meshing approach is especially advantageous for problems like Case I, which

exhibit substantial, unpredictable di↵erences between the initial and final designs. However, near the optimum
successive design iterations are often quite similar. Warm-starting the meshing and flow solutions for nearby
designs is an obvious avenue for further acceleration.

C. Case III. Subsonic Wing Twist Optimization

We defer Case II momentarily to first consider the other inviscid problem, Case III. This is a wing twist
optimization problem, where the airfoil section and planform remain unmodified. The objective is to reduce
drag (J = C

D

), subject to a lift constraint (C
L

= 0.375). The flight condition is Mach 0.5. Since the
flow is shock-free, this is strictly an induced drag reduction problem. Assuming the span e�ciency factor
cannot exceed 1.0, as non-planar deformations are minimal with the twist applied about the trailing edge,
the minimum possible drag is about

C

Dmin =
C

2
L

⇡e0ÆR
=

0.3752

6.0⇡

= 74.6 counts (1)

However, as the wing is untapered, and twist is about the trailing edge, we do not expect that the optimal
design will recover a precisely elliptical lift distribution. Additionally, we observed a very small shock on
the wing tip near the trailing edge, where the flow accelerates around the tip to the top surface, which may
further reduce the possible drag gains.

The baseline design has only about 77 counts of drag. Unlike Case I, where the objective was reduced by
a factor of ten, here the possible improvements are very small, which places high demands on the accuracy of
the flow solution.24 We compute adjoint solutions for the drag and lift functionals to compute their gradients,
allowing the nonlinear lift constraint to be treated exactly by SNOPT.

1. Shape Parameterization

The baseline geometry is a straight, unswept, untwisted wing, generated by extruding the N0012m section
three chord lengths and capping the tip by a simple revolution. For this problem we use a deformer that
interpolates twist between arbitrary spanwise stations. The twist is in the streamwise plane about the
trailing edge and is linearly interpolated between successive stations. Control stations can be arbitrarily
spaced along the span, but for this problem we maintain strict regularity by refining only at the midpoints
between consecutive stations. We allow the global angle of attack to vary and therefore hold the twist fixed
at the wing root. The first parameterization (“P0”) has two twist stations, located at the tip and mid-span.
To generate the second level (“P1”), new twist stations are added at the midpoints between existing ones.
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Figure 12: Case III: Twist optimization results. Left : Sectional lift distribution profiles. Top right : Deviation from
elliptic distribution. Bottom right : Twist distribution
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optimization are greatly accelerated, without sacrificing accuracy near the optimum.
Our automatic adaptive meshing approach is especially advantageous for problems like Case I, which

exhibit substantial, unpredictable di↵erences between the initial and final designs. However, near the optimum
successive design iterations are often quite similar. Warm-starting the meshing and flow solutions for nearby
designs is an obvious avenue for further acceleration.

C. Case III. Subsonic Wing Twist Optimization

We defer Case II momentarily to first consider the other inviscid problem, Case III. This is a wing twist
optimization problem, where the airfoil section and planform remain unmodified. The objective is to reduce
drag (J = C

D

), subject to a lift constraint (C
L

= 0.375). The flight condition is Mach 0.5. Since the
flow is shock-free, this is strictly an induced drag reduction problem. Assuming the span e�ciency factor
cannot exceed 1.0, as non-planar deformations are minimal with the twist applied about the trailing edge,
the minimum possible drag is about
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=
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= 74.6 counts (1)

However, as the wing is untapered, and twist is about the trailing edge, we do not expect that the optimal
design will recover a precisely elliptical lift distribution. Additionally, we observed a very small shock on
the wing tip near the trailing edge, where the flow accelerates around the tip to the top surface, which may
further reduce the possible drag gains.

The baseline design has only about 77 counts of drag. Unlike Case I, where the objective was reduced by
a factor of ten, here the possible improvements are very small, which places high demands on the accuracy of
the flow solution.24 We compute adjoint solutions for the drag and lift functionals to compute their gradients,
allowing the nonlinear lift constraint to be treated exactly by SNOPT.

1. Shape Parameterization

The baseline geometry is a straight, unswept, untwisted wing, generated by extruding the N0012m section
three chord lengths and capping the tip by a simple revolution. For this problem we use a deformer that
interpolates twist between arbitrary spanwise stations. The twist is in the streamwise plane about the
trailing edge and is linearly interpolated between successive stations. Control stations can be arbitrarily
spaced along the span, but for this problem we maintain strict regularity by refining only at the midpoints
between consecutive stations. We allow the global angle of attack to vary and therefore hold the twist fixed
at the wing root. The first parameterization (“P0”) has two twist stations, located at the tip and mid-span.
To generate the second level (“P1”), new twist stations are added at the midpoints between existing ones.

0.00

0.04

0.08

0.12

0.16

C
l

Elliptic: C
L

= 0.375

Baseline

P0: 2DV

P1: 4DV

�0.012

�0.006

0.000

0.006

0.012

0.018

C
l
�

C
l e

ll
ip

ti
c

0 1 2 3

Spanwise location (z)

2.5

3.0

3.5

4.0

4.5

5.0

T
w

i
s
t

0.00

0.04

0.08

0.12

0.16

C
l

Elliptic: C
L

= 0.375

Baseline

P0: 2DV

P1: 4DV

�0.012

�0.006

0.000

0.006

0.012

0.018

C
l
�

C
l e

ll
ip

ti
c

0 1 2 3

Spanwise location (z)

2.5

3.0

3.5

4.0

4.5

5.0

T
w

i
s
t

0.00

0.04

0.08

0.12

0.16

C
l

Elliptic: C
L

= 0.375

Baseline

P0: 2DV

P1: 4DV

�0.012

�0.006

0.000

0.006

0.012

0.018

C
l
�

C
l e

ll
ip

ti
c

0 1 2 3

Spanwise location (z)

2.5

3.0

3.5

4.0

4.5

5.0

T
w

i
s
t

Figure 12: Case III: Twist optimization results. Left : Sectional lift distribution profiles. Top right : Deviation from
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Constraint:

optimization are greatly accelerated, without sacrificing accuracy near the optimum.
Our automatic adaptive meshing approach is especially advantageous for problems like Case I, which

exhibit substantial, unpredictable di↵erences between the initial and final designs. However, near the optimum
successive design iterations are often quite similar. Warm-starting the meshing and flow solutions for nearby
designs is an obvious avenue for further acceleration.

C. Case III. Subsonic Wing Twist Optimization

We defer Case II momentarily to first consider the other inviscid problem, Case III. This is a wing twist
optimization problem, where the airfoil section and planform remain unmodified. The objective is to reduce
drag (J = C

D

), subject to a lift constraint (C
L

= 0.375). The flight condition is Mach 0.5. Since the
flow is shock-free, this is strictly an induced drag reduction problem. Assuming the span e�ciency factor
cannot exceed 1.0, as non-planar deformations are minimal with the twist applied about the trailing edge,
the minimum possible drag is about
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Dmin =
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2
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⇡e0ÆR
=

0.3752
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= 74.6 counts (1)

However, as the wing is untapered, and twist is about the trailing edge, we do not expect that the optimal
design will recover a precisely elliptical lift distribution. Additionally, we observed a very small shock on
the wing tip near the trailing edge, where the flow accelerates around the tip to the top surface, which may
further reduce the possible drag gains.

The baseline design has only about 77 counts of drag. Unlike Case I, where the objective was reduced by
a factor of ten, here the possible improvements are very small, which places high demands on the accuracy of
the flow solution.24 We compute adjoint solutions for the drag and lift functionals to compute their gradients,
allowing the nonlinear lift constraint to be treated exactly by SNOPT.

1. Shape Parameterization

The baseline geometry is a straight, unswept, untwisted wing, generated by extruding the N0012m section
three chord lengths and capping the tip by a simple revolution. For this problem we use a deformer that
interpolates twist between arbitrary spanwise stations. The twist is in the streamwise plane about the
trailing edge and is linearly interpolated between successive stations. Control stations can be arbitrarily
spaced along the span, but for this problem we maintain strict regularity by refining only at the midpoints
between consecutive stations. We allow the global angle of attack to vary and therefore hold the twist fixed
at the wing root. The first parameterization (“P0”) has two twist stations, located at the tip and mid-span.
To generate the second level (“P1”), new twist stations are added at the midpoints between existing ones.
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Figure 12: Case III: Twist optimization results. Left : Sectional lift distribution profiles. Top right : Deviation from
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optimization are greatly accelerated, without sacrificing accuracy near the optimum.
Our automatic adaptive meshing approach is especially advantageous for problems like Case I, which

exhibit substantial, unpredictable di↵erences between the initial and final designs. However, near the optimum
successive design iterations are often quite similar. Warm-starting the meshing and flow solutions for nearby
designs is an obvious avenue for further acceleration.

C. Case III. Subsonic Wing Twist Optimization

We defer Case II momentarily to first consider the other inviscid problem, Case III. This is a wing twist
optimization problem, where the airfoil section and planform remain unmodified. The objective is to reduce
drag (J = C

D

), subject to a lift constraint (C
L

= 0.375). The flight condition is Mach 0.5. Since the
flow is shock-free, this is strictly an induced drag reduction problem. Assuming the span e�ciency factor
cannot exceed 1.0, as non-planar deformations are minimal with the twist applied about the trailing edge,
the minimum possible drag is about

C

Dmin =
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2
L

⇡e0ÆR
=

0.3752

6.0⇡

= 74.6 counts (1)

However, as the wing is untapered, and twist is about the trailing edge, we do not expect that the optimal
design will recover a precisely elliptical lift distribution. Additionally, we observed a very small shock on
the wing tip near the trailing edge, where the flow accelerates around the tip to the top surface, which may
further reduce the possible drag gains.

The baseline design has only about 77 counts of drag. Unlike Case I, where the objective was reduced by
a factor of ten, here the possible improvements are very small, which places high demands on the accuracy of
the flow solution.24 We compute adjoint solutions for the drag and lift functionals to compute their gradients,
allowing the nonlinear lift constraint to be treated exactly by SNOPT.

1. Shape Parameterization

The baseline geometry is a straight, unswept, untwisted wing, generated by extruding the N0012m section
three chord lengths and capping the tip by a simple revolution. For this problem we use a deformer that
interpolates twist between arbitrary spanwise stations. The twist is in the streamwise plane about the
trailing edge and is linearly interpolated between successive stations. Control stations can be arbitrarily
spaced along the span, but for this problem we maintain strict regularity by refining only at the midpoints
between consecutive stations. We allow the global angle of attack to vary and therefore hold the twist fixed
at the wing root. The first parameterization (“P0”) has two twist stations, located at the tip and mid-span.
To generate the second level (“P1”), new twist stations are added at the midpoints between existing ones.
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optimization are greatly accelerated, without sacrificing accuracy near the optimum.
Our automatic adaptive meshing approach is especially advantageous for problems like Case I, which

exhibit substantial, unpredictable di↵erences between the initial and final designs. However, near the optimum
successive design iterations are often quite similar. Warm-starting the meshing and flow solutions for nearby
designs is an obvious avenue for further acceleration.

C. Case III. Subsonic Wing Twist Optimization

We defer Case II momentarily to first consider the other inviscid problem, Case III. This is a wing twist
optimization problem, where the airfoil section and planform remain unmodified. The objective is to reduce
drag (J = C

D

), subject to a lift constraint (C
L

= 0.375). The flight condition is Mach 0.5. Since the
flow is shock-free, this is strictly an induced drag reduction problem. Assuming the span e�ciency factor
cannot exceed 1.0, as non-planar deformations are minimal with the twist applied about the trailing edge,
the minimum possible drag is about
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However, as the wing is untapered, and twist is about the trailing edge, we do not expect that the optimal
design will recover a precisely elliptical lift distribution. Additionally, we observed a very small shock on
the wing tip near the trailing edge, where the flow accelerates around the tip to the top surface, which may
further reduce the possible drag gains.

The baseline design has only about 77 counts of drag. Unlike Case I, where the objective was reduced by
a factor of ten, here the possible improvements are very small, which places high demands on the accuracy of
the flow solution.24 We compute adjoint solutions for the drag and lift functionals to compute their gradients,
allowing the nonlinear lift constraint to be treated exactly by SNOPT.

1. Shape Parameterization

The baseline geometry is a straight, unswept, untwisted wing, generated by extruding the N0012m section
three chord lengths and capping the tip by a simple revolution. For this problem we use a deformer that
interpolates twist between arbitrary spanwise stations. The twist is in the streamwise plane about the
trailing edge and is linearly interpolated between successive stations. Control stations can be arbitrarily
spaced along the span, but for this problem we maintain strict regularity by refining only at the midpoints
between consecutive stations. We allow the global angle of attack to vary and therefore hold the twist fixed
at the wing root. The first parameterization (“P0”) has two twist stations, located at the tip and mid-span.
To generate the second level (“P1”), new twist stations are added at the midpoints between existing ones.
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Figure 12: Case III: Twist optimization results. Left : Sectional lift distribution profiles. Top right : Deviation from
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).

106 107

Cells

0.5

0.6

0.7

0.8

0.9

1

Sp
an

 E
ffi

ci
en

cy
 F

ac
to

r

106 107

Cells

10-3

10-2

10-1

Er
ro

r

Error-Indicator |η|
2 | JC - JH |
∆J

0 500 1000 1500 2000
MG Cycles

0
0.2
0.4
0.6
0.8

1

Fu
nc

tio
na

l

/nobackupp8/ganders1/benchmarks/twist/marian_setup_6/param00/design000/M0.5A4.24245B0_DP1

maxRef = 16

Iterative Convergence

Tue Nov 25 14:07:40 2014

106 107

Cells

0.5

0.6

0.7

0.8

0.9

1

Sp
an

 E
ffi

ci
en

cy
 F

ac
to

r

106 107

Cells

10-3

10-2

10-1

Er
ro

r

Error-Indicator |η|
2 | JC - JH |
∆J

0 500 1000 1500 2000
MG Cycles

0
0.2
0.4
0.6
0.8

1

Fu
nc

tio
na

l

/nobackupp8/ganders1/benchmarks/twist/marian_setup_6/param01/BEST/M0.5A4.50345B0_DP1

maxRef = 16

Iterative Convergence

Tue Nov 25 13:57:51 2014

107

Cells

0.9

0.92

0.94

0.96

0.98

1

Sp
an

 E
ffi

ci
en

cy
 F

ac
to

r

106 107

Cells

10-3

10-2

10-1

Er
ro

r

Error-Indicator |η|
2 | JC - JH |
∆J

0 500 1000 1500 2000
MG Cycles

0
0.2
0.4
0.6
0.8

1
Fu

nc
tio

na
l

/nobackupp8/ganders1/benchmarks/twist/marian_setup_6/param01/BEST/M0.5A4.50345B0_DP1

maxRef = 16

Iterative Convergence

Tue Nov 25 13:56:59 2014

107

Cells

0.95

0.96

0.97

0.98

Sp
an

 E
ffi

ci
en

cy
 F

ac
to

r

106 107

Cells

10-3

10-2

10-1
Er

ro
r

Error-Indicator |η|
2 | JC - JH |
∆J

0 500 1000 1500 2000
MG Cycles

0
0.2
0.4
0.6
0.8

1

Fu
nc

tio
na

l maxRef = 16

Iterative Convergence

Tue Nov 25 13:54:56 2014
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(b) Final design

Figure 14: Case III: Convergence of span e�ciency factor with mesh refinement
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Baseline

optimization are greatly accelerated, without sacrificing accuracy near the optimum.
Our automatic adaptive meshing approach is especially advantageous for problems like Case I, which

exhibit substantial, unpredictable di↵erences between the initial and final designs. However, near the optimum
successive design iterations are often quite similar. Warm-starting the meshing and flow solutions for nearby
designs is an obvious avenue for further acceleration.

C. Case III. Subsonic Wing Twist Optimization

We defer Case II momentarily to first consider the other inviscid problem, Case III. This is a wing twist
optimization problem, where the airfoil section and planform remain unmodified. The objective is to reduce
drag (J = C

D

), subject to a lift constraint (C
L

= 0.375). The flight condition is Mach 0.5. Since the
flow is shock-free, this is strictly an induced drag reduction problem. Assuming the span e�ciency factor
cannot exceed 1.0, as non-planar deformations are minimal with the twist applied about the trailing edge,
the minimum possible drag is about

C

Dmin =
C

2
L

⇡e0ÆR
=

0.3752

6.0⇡

= 74.6 counts (1)

However, as the wing is untapered, and twist is about the trailing edge, we do not expect that the optimal
design will recover a precisely elliptical lift distribution. Additionally, we observed a very small shock on
the wing tip near the trailing edge, where the flow accelerates around the tip to the top surface, which may
further reduce the possible drag gains.

The baseline design has only about 77 counts of drag. Unlike Case I, where the objective was reduced by
a factor of ten, here the possible improvements are very small, which places high demands on the accuracy of
the flow solution.24 We compute adjoint solutions for the drag and lift functionals to compute their gradients,
allowing the nonlinear lift constraint to be treated exactly by SNOPT.

1. Shape Parameterization

The baseline geometry is a straight, unswept, untwisted wing, generated by extruding the N0012m section
three chord lengths and capping the tip by a simple revolution. For this problem we use a deformer that
interpolates twist between arbitrary spanwise stations. The twist is in the streamwise plane about the
trailing edge and is linearly interpolated between successive stations. Control stations can be arbitrarily
spaced along the span, but for this problem we maintain strict regularity by refining only at the midpoints
between consecutive stations. We allow the global angle of attack to vary and therefore hold the twist fixed
at the wing root. The first parameterization (“P0”) has two twist stations, located at the tip and mid-span.
To generate the second level (“P1”), new twist stations are added at the midpoints between existing ones.
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Figure 12: Case III: Twist optimization results. Left : Sectional lift distribution profiles. Top right : Deviation from
elliptic distribution. Bottom right : Twist distribution
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Elliptic
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).
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(a) Baseline design
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(b) Final design

Figure 14: Case III: Convergence of span e�ciency factor with mesh refinement
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).
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(a) Baseline design
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(b) Final design

Figure 14: Case III: Convergence of span e�ciency factor with mesh refinement
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).
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(a) Baseline design
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(b) Final design

Figure 14: Case III: Convergence of span e�ciency factor with mesh refinement
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).
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(a) Baseline design
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(b) Final design

Figure 14: Case III: Convergence of span e�ciency factor with mesh refinement
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2. Mesh and Error Control

The error control scheduling was set to coincide with the parameterization refinements, and the farfield
boundaries were placed at 48 chords away. In the first design space, the resulting adapted meshes contained
about 5 million cells, but for the second design space, the meshes contained 10-15 million cells to meet the
tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied
and drag is reduced. To accurately de-
termine the total improvement, we per-
formed an additional high resolution anal-
ysis on the initial and final designs. Fig-
ure 14 shows the convergence of span e�-
ciency factor with mesh refinement for the
initial and final designs. In terms of drag,
the initial design had C

D

= 77.2 counts
at C

L

= 0.3762, or in terms of span ef-
ficiency e = 0.972 ± 0.003. By the final
design this was improved to C

D

= 76.1 at
C

L

= 0.3762 (e = 0.987 ± 0.003).
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(a) Baseline design
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(b) Final design

Figure 14: Case III: Convergence of span e�ciency factor with mesh refinement
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).
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(b) Final design
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).
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(a) Baseline design
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).
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(a) Baseline design
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with the parameterization refinements, and the farfield boundaries were placed at 48 chords away. In the
first design space, the resulting adapted meshes contained about 5 million cells, but for the second design
space, the meshes contained 10-15 million cells to meet the tighter error tolerance.

3. Optimization Results
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Figure 13: Case III: Top: Convergence of drag. Middle: Convergence
of lift. Bottom: Cell count history

Figure 12 shows the main results of the op-
timization. The lift distribution rapidly
approaches an elliptical shape, with only
very small discrepancies at the tip, due
to the untapered section, and at the root,
which compensates to exactly match lift.

Figure 13 shows the convergence of
the lift and drag functionals. Because a
coarser mesh was used in the initial de-
sign space, there is a jump in functional
values when transitioning to the finer de-
sign space. By the end lift is satisfied and
drag is reduced. To accurately determine
the total improvement, we performed an
additional high resolution analysis on the
initial and final designs. Figure 14 shows
the convergence of span e�ciency factor
with mesh refinement for the initial and
final designs, trimmed to C

L

= 0.3750.
In terms of drag, the initial design had
C

D

= 76.7 counts, or in terms of span
e�ciency e = 0.973 ± 0.005. By the final
design this was improved to C

D

= 75.6
(e = 0.987 ± 0.003).
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(a) Baseline design
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(b) Final design

Figure 14: Case III: Convergence of span e�ciency factor with mesh refinement
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Outline

!34

Approach!
✓ Adaptive mesh refinement 
✓ Progressive shape parameterization

Optimization results: 
✓ Case 1 - Symmetric transonic airfoil design 
✓ Case 3 - Twist for minimal induced drag 
‣ Case 2 - Transonic airfoil 
• Case 4 - Transonic wing
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Case 2: Transonic Airfoil Design

!35

Parameterization

Level 2: 14 DVs

Table 2: Case III results.

Chords from Root 0.0 0.6 1.2 1.8 2.4 2.7 2.85 2.97 3.0

Twist (o) 4.2 4.8 4.5 4.1 3.5 3.2 3.0 2.9 2.9

Sectional Lift (2c

l

/b) 0.156 0.156 0.146 0.126 0.094 0.069 0.050 0.030 0.0

V. Viscous Benchmarks

We now turn to the two RANS optimization benchmarks. As our design framework uses an inviscid solver,
the results will not be directly comparable to other viscous results. For Case II, we modify the design problem
slightly to achieve better viscous performance with an inviscid optimization approach. The modification was
guided by viscous analysis from a recently developed 2D Cartesian RANS approach by Berger and Aftosmis.25

A. Case II. Transonic Airfoil Design
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Figure 15: Case II: Initial 6-DV parameteri-
zation and uniform refinement.

Case II revisits transonic airfoil design (Mach 0.734), but this
time with more realistic design constraints. The objective is
again to reduce the drag (J = C

D

), while constraints are
imposed on lift, pitching moment (which is initially violated)
and the area A:

C

L

= 0.824

C

M

� �0.092

A � A

RAE

⇡ 0.07787c

2

We compute adjoint solutions for the drag, lift and pitching moment functionals to compute their gradients.
The area is computed on the discrete surface, and the constraint gradients are di↵erentiated analytically.

The baseline shape is the RAE 2822 airfoil. We parameterize the deformation with the same curve
deformer as in Case I. In addition to angle of attack, there are initially six shape parameters, as shown in
Figure 15. Shape control refinement is uniform. For discretization error control, we set a lower tolerance in
the first search space, and then tighten it to target ±0.5 counts of drag on the second level.

1. Inviscid Optimization: Trial 1 (Pure Inviscid Design)

Figure 16 shows the results of driving the optimization with inviscid flow solutions at the specified flight
conditions. SNOPT rapidly drove down the drag, but after several search directions without noticeably
improving the aerodynamic constraints, it increased its internal constraint weights, rapidly driving the
pitching moment and lift to be satisfied. The shock is nearly eliminated even under the first parameterization.
After refining to 14-DVs (and simultaneously tightening the discretization error tolerance), the shock is
completely eliminated. An additional refinement to 30-DV’s did not yield any further improvent for reducing
the negligible remaining inviscid drag.

2. Viscous Analysis

To check the viscous performance of this design, we computed the flow using the Cartesian RANS solver
mentioned above,25 with a Spalart-Allmaras turbulence model at Re

c

= 6.5 million. The RANS solution is
shown in Figure 17. The inviscidly-designed airfoil does have superior viscous performance to the original
RAE. Consulting Table 3, the viscous C

D

is reduced by 90 counts. However, the presence of the boundary
layer increased the angle of attack necessary to achieve C

L

= 0.824, resulting in higher Mach numbers over
the top surface and thus the presence of a moderately strong shock.

3. Optimization: Trial 2 (TE Deflection)
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Constraints:

(initially 
violated)
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Case 2: Inviscid Approach

!36

†(1998) Campbell, R. L., “Efficient Viscous Design of Realistic Aircraft Configurations,” AIAA 98-2539  

(2013) Smith, Nemec and Krist, “Integrated Nacelle-Wing Shape Optimization for an Ultra-High 
Bypass Fanjet Installation on a Single-Aisle Transport Configuration.” AIAA 2013-0543 

(a) Top: Final airfoil to scale. Middle: Final parameter-
ization. (Note the deflection at the trailing edge, which
is applied after the curve deformation.) Bottom: Inviscid
pressure profile
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(b) Pressure profile for final design

(c) Viscous solution of final design, showing isobars, with
color indicating Mach number (CL = 0.824, M0.734,
Re = 6.5 million)
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Figure 18: Case II: Trial 2. Inviscid optimization using ficitious trailing edge deflection
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20% chord

0.3o

(a) Top: Final airfoil to scale. Middle: Final parame-
terization. Bottom: Pressure profile at the end of each
optimization level.

(b) Convergence of aerodynamic functionals (plotted at
successful search directions). The first level used some-
what coarser flow meshes, visible in the subtle disconti-
nuity in drag where the parameterization is refined.

Figure 16: Case II: Trial 1 (inviscid) results across two parameterization levels

Figure 17: Case II: Reynolds-averaged Navier-Stokes anal-
ysis of the inviscid design, showing pressure contours and
colored by Mach number. (CL = 0.824, M0.734, Re = 6.5
million)

At these flight conditions under the assumption of
inviscid flow, a wide range of shapes eliminate the
shock while satisfying the constraints. However,
most of these designs have poor viscous performance.
To encourage the optimizer to prefer shapes with bet-
ter viscous performance, we follow the approach used
by Smith et al.26 and earlier by Campbell.27 Briefly,
we mimic the shallower e↵ective trailing edge slope
present in the RANS analysis, by applying a small
upward cubic deflection to the last 20% of the airfoil
at every design iteration during inviscid design:

y = y +

✓
x � 0.8

0.2

◆3

sin(✓) (2)

where we used ✓ = 0.3�. This forces the optimizer
and inviscid solver to compensate for a shallower
e↵ective trailing edge camber line. Naturally, the
fictitious deflection is then removed when analyzing
the final design under viscous conditions. To help
exclude irrelevant designs with little inviscid penalty
but poor viscous performance, for this trial we also
added three thickness preservation constraints by
removing three design variables in the initial search
space.
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• Use inviscid flow solutions to drive optimization. 
• Verify improvement with viscous analysis.
• To encourage good viscous 

performance, slightly 
decamber the trailing edge 
during inviscid analyses.†
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Case 2: Cost

!37

Cost per design iteration:  
• Geometry generation 
• 1 Adaptively meshed flow solution 
• 3 adjoints (drag, lift, pitching moment) 
• 6-14 shape derivative computations 
• 24-56 gradient projections 
• Total time per design iteration: 

‣! Level 1: ~2.5 minutes/iteration 

‣! Level 2: ~3.5 minutes/iteration

Wall clock time 
In minutes, plotted at major search 
iterations, on 64 Intel Xeon E5 cores
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(a) Top: Final airfoil to scale. Middle: Final parameter-
ization. (Note the deflection at the trailing edge, which
is applied after the curve deformation.) Bottom: Inviscid
pressure profile
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(c) Viscous solution of final design, showing isobars, with
color indicating Mach number (CL = 0.824, M0.734,
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Figure 18: Case II: Trial 2. Inviscid optimization using ficitious trailing edge deflection
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!38

RANS solution for final design 
Re = 6.5 million, Mach 0.734, CL = 0.824 
(2012) Berger and Aftosmis, “Progress Towards a Cartesian Cut-
Cell Method for Viscous Compressible Flow”. AIAA 2012-1301
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(a) Top: Final airfoil to scale. Middle: Final parameter-
ization. (Note the deflection at the trailing edge, which
is applied after the curve deformation.) Bottom: Inviscid
pressure profile
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Figure 18: Case II: Trial 2. Inviscid optimization using ficitious trailing edge deflection
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Case 2: Results

!39

Inviscid approach reduced total drag by 72 counts.

Decambering helped maintain parity 
between trimmed angle of attack for 
inviscid and viscous solutions.

RAE2822

Final

Final design pressure profile

Table 1: Case II drag reduction with optimization.

Baseline Final

Inviscid

CD 0.0068 0.0007

Error ±0.0001 ±0.00006

Cells 21K 27 K

↵trim 1.73

�
2.72

�

Viscous

CD 0.0196 0.0124

↵trim 2.76

�
2.61

�

1 of 1

American Institute of Aeronautics and Astronautics
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Outline

!40

Approach!
✓ Adaptive mesh refinement 
✓ Progressive shape parameterization

Optimization results: 
✓ Case 1 - Symmetric transonic airfoil design 
✓ Case 3 - Twist for minimal induced drag 
✓ Case 2 - Transonic airfoil 
‣ Case 4 - Transonic wing
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Case 4: Transonic Wing Design

!41

Baseline: Common Research Model (CRM) (wing only)

Table 3: Case II drag reduction with optimization.

Baseline Trial 1 Trial 2

Inviscid

C

D

0.0068 0.0007 0.0007

Error ±0.0001 ±0.00005 ±0.00006

Cells 21K 12K 27 K

↵

trim

1.73� 2.28� 2.72�

Viscous
C

D

0.0252 0.0162 0.0124

↵

trim

3.45� 3.60� 2.61�

Figure 18 shows the results of this
second optimization. Although the new
inviscid design (top left frame) is not
fully shock-free, the viscous performance
(other frames) is substantially better,
leading to about 124 counts of drag, or
38 counts lower than the purely inviscid
design. As show in Table 3, the primary
di↵erence is that this design has a much
better match between the trimmed ↵ for
the inviscid analysis and for the viscous
analysis, leading to similar behavior over
the front region, and importantly, similar shock placement.

B. Case IV. Transonic Wing Design

Case IV is a wing design optimization problem at Mach 0.85. The objective is to reduce drag (J = C

D

),
subject to a lift constraint and a pitching moment constraintj, which is initially violated. The baseline
geometry is the Common Research Model wing (henceforth “CRM”), scaled so that the mean aerodynamic
chord has unit length. The planform is fixed, while variation in the vertical direction is permitted, including
airfoil design and sectional twist. The twist is about the trailing edge and is fixed at the root, while the angle
of attack is permitted to vary. The wing is required to maintain its initial volume V0 and also to maintain at
least 25% of its original local thickness t0 everywhere. To approximate this continuous thickness constraint,
we used a 10 ⇥ 10 grid of constraints distributed evenly across the planform.

Ax
is

P0

P1

22 24 26 28 30
2.4

2.6

2.8

3

3.2

3.4

3.6

22 24 26 28 30
2.4

2.6

2.8

3

3.2

3.4

3.6

Twist

P0

P1

x
y

Figure 19: Case IV: First two shape control levels (8-DV
and 26-DV)

The full optimization problem is

min C

D

C

L

= 0.5

C

M

� �0.17

V � V0 ⇡ 0.26291

t

i

� 0.25t

i08i

We solve this problem unmodified, but at invis-
cid conditions to demonstrate our design approach.
Thus results will not be directly comparable to vis-
cous design results.

1. Shape Parameterization

For this problem, we use a deformer similar to that
used in Case III, but here it interpolates both twist
and airfoil section deformation independently. At
each station a curve deformer (identical to the setup
used for Cases I and II) deforms the airfoil shape,
after which the twist is applied. Each airfoil param-
eter has a bump-shaped deformation mode (based
on RBF interpolation) that is mostly confined to the
region between its neighboring points, while main-
taining smoothness. As before, the twist is in the
streamwise plane about the trailing edge and is linearly interpolated. Control over airfoil sections and twist
can happen at di↵erent stations, allowing for “anisotropic” shape control. For example, the twist control
may have a higher spanwise resolution than the airfoil control. Similarly, each airfoil control station can o↵er
di↵erent shape control resolution.

jMeasured about the point (1.2077, 0, 0.007669) with the origin at the leading edge of the wing root.
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Constraints:

(initially violated)

Objective: Minimize drag

Case I: 	 Drag minimization for symmetric

	 	 airfoil containing NACA0012 

	 	 (M0.85, inviscid)

Case II: 	 Drag minimization for airfoil at fixed 

	 	 lift, pitching moment and area 

	 	 (M0.724, viscous)

Case III: 	 Wing twist for minimum 
	 	 induced drag at fixed lift 

	 	 (M0.5, inviscid)

Case IV: 	 Drag minimization for swept wing at 
	 	 fixed lift, pitching moment and volume 

	 	 (M0.85, viscous)

Mach 0.85
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Table 3: Case II drag reduction with optimization.

Baseline Trial 1 Trial 2

Inviscid

C

D

0.0068 0.0007 0.0007

Error ±0.0001 ±0.00005 ±0.00006

Cells 21K 12K 27 K

↵

trim

1.73� 2.28� 2.72�

Viscous
C

D

0.0252 0.0162 0.0124

↵

trim

3.45� 3.60� 2.61�

Figure 18 shows the results of this
second optimization. Although the new
inviscid design (top left frame) is not
fully shock-free, the viscous performance
(other frames) is substantially better,
leading to about 124 counts of drag, or
38 counts lower than the purely inviscid
design. As show in Table 3, the primary
di↵erence is that this design has a much
better match between the trimmed ↵ for
the inviscid analysis and for the viscous
analysis, leading to similar behavior over
the front region, and importantly, similar shock placement.

B. Case IV. Transonic Wing Design

Case IV is a wing design optimization problem at Mach 0.85. The objective is to reduce drag (J = C

D

),
subject to a lift constraint and a pitching moment constraintj, which is initially violated. The baseline
geometry is the Common Research Model wing (henceforth “CRM”), scaled so that the mean aerodynamic
chord has unit length. The planform is fixed, while variation in the vertical direction is permitted, including
airfoil design and sectional twist. The twist is about the trailing edge and is fixed at the root, while the angle
of attack is permitted to vary. The wing is required to maintain its initial volume V0 and also to maintain at
least 25% of its original local thickness t0 everywhere. To approximate this continuous thickness constraint,
we used a 10 ⇥ 10 grid of constraints distributed evenly across the planform.
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Figure 19: Case IV: First two shape control levels (8-DV
and 26-DV)

The full optimization problem is

min C

D

C

L

= 0.5

C

M

� �0.17

V � V0 ⇡ 0.26291

t

i

� 0.25t

i08i

We solve this problem unmodified, but at invis-
cid conditions to demonstrate our design approach.
Thus results will not be directly comparable to vis-
cous design results.

1. Shape Parameterization

For this problem, we use a deformer similar to that
used in Case III, but here it interpolates both twist
and airfoil section deformation independently. At
each station a curve deformer (identical to the setup
used for Cases I and II) deforms the airfoil shape,
after which the twist is applied. Each airfoil param-
eter has a bump-shaped deformation mode (based
on RBF interpolation) that is mostly confined to the
region between its neighboring points, while main-
taining smoothness. As before, the twist is in the
streamwise plane about the trailing edge and is linearly interpolated. Control over airfoil sections and twist
can happen at di↵erent stations, allowing for “anisotropic” shape control. For example, the twist control
may have a higher spanwise resolution than the airfoil control. Similarly, each airfoil control station can o↵er
di↵erent shape control resolution.

jMeasured about the point (1.2077, 0, 0.007669) with the origin at the leading edge of the wing root.
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Case 4: Transonic Wing Design

!42

Parameterization
P0: 9 design variables!
‣2 twist, 6 airfoil + alpha 

P1: 27 design variables!
‣4 twist, 22 airfoil + alpha 

P2: 71 design variables!
‣8 twist, 62 airfoil + alpha
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Case 4: Results
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Figure 20: Case IV: Convergence of aerodynamic func-
tionals (only plotted at successful search directions).

Figure 19 shows the first two search spaces (“P0”
and “P1”). The initial parameterization allows twist
at the tip and break (fixed at the root) and very
rough camber and thickness control (two control
points each on the root, break and tip sections).
There are initially eight shape design variables, plus
the angle of attack. To refine the parameterization,
we add new control stations at the spanwise mid-
points between the existing stations, and simultane-
ously add new airfoil control points at the midpoints
between existing control points. Two additional pa-
rameterization levels (“P1” and “P2”) are generated
by uniform refinement, resulting in 26 and 70 geo-
metric design variables, respectively.

2. Optimization Results

Figure 20 shows the convergence of the aerodynamic
functionals over the three parameterization levels.
Under “P0”, the initially violated pitching constraint
is driven to satisfaction. To do this, large airfoil de-
formations are enacted, as shown in Figure 21 (blue

(a) 2.35% (b) 26.7% (c) 55.7%

(d) 69.5% (e) 82.8% (f) 94.4%

Figure 21: Case IV: Airfoil cuts and inviscid solution pressure profiles.
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Under P0, pitching 
moment constraint 
is satisfied by 
sacrificing drag.
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Case 4: Results

!44
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Figure 20: Case IV: Convergence of aerodynamic func-
tionals (only plotted at successful search directions).

Figure 19 shows the first two search spaces (“P0”
and “P1”). The initial parameterization allows twist
at the tip and break (fixed at the root) and very
rough camber and thickness control (two control
points each on the root, break and tip sections).
There are initially eight shape design variables, plus
the angle of attack. To refine the parameterization,
we add new control stations at the spanwise mid-
points between the existing stations, and simultane-
ously add new airfoil control points at the midpoints
between existing control points. Two additional pa-
rameterization levels (“P1” and “P2”) are generated
by uniform refinement, resulting in 26 and 70 geo-
metric design variables, respectively.

2. Optimization Results

Figure 20 shows the convergence of the aerodynamic
functionals over the three parameterization levels.
Under “P0”, the initially violated pitching constraint
is driven to satisfaction. To do this, large airfoil de-
formations are enacted, as shown in Figure 21 (blue

(a) 2.35% (b) 26.7% (c) 55.7%

(d) 69.5% (e) 82.8% (f) 94.4%

Figure 21: Case IV: Airfoil cuts and inviscid solution pressure profiles.
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Under P0, pitching 
moment constraint 
is satisfied by 
sacrificing drag.

P1, P2 drive down drag 
while holding constraints.
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Summary
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Adaptive mesh refinement Progressive parameterization

‣ Used Cart3D inviscid design framework to solve 
benchmark problems.  

‣ Combined two automated, adaptive elements:
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Achieved 10x inviscid drag reduction 
with fully automated approach.

Twisted wing to improve span efficiency.

1
(a) Top: Final airfoil to scale. Middle: Final parameter-
ization. (Note the deflection at the trailing edge, which
is applied after the curve deformation.) Bottom: Inviscid
pressure profile
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Figure 18: Case II: Trial 2. Inviscid optimization using ficitious trailing edge deflection
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Used inviscid design approach to 
achieve 72 counts total drag reduction.

Demonstrated automated system on full 
wing design problem with constraints.
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